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There are three kinds of lies: 
 
lies, damned lies and statistics

 
– Benjamin Disraeli

Prime Minister of Great Britain (1868, 1874-1880)



  

 
  



 



 



 



 



 





 



 



 
 



 



 



 

















 
Best selling stats 
book of all times     







Going	further:	David	Healy	(of	CAMH	fame):	



	

	

	

David	Healy	takes	Goldacre’s
argument	one	step	further	and	
questions	whether	relying	
Clinical	Trials	can	give	us	the	
answers	we	need.	

	





 

 
Statistical thinking will one day 
be as necessary  
for efficient citizenship 
as the ability 
to read and write.

– H. G. Wells



 

Misunderstand statistics? 
Splitting hairs? 
Does it really matter?
 



 

Misunderstand statistics? 
Splitting hairs?  
Does it really matter? 

A few consequences?
The global economic meltdown
Wrongful murder convictions
Delayed response to health effects of tobacco
Poor health policies and treatment decisions







 
 
 
It is easy to lie with statistics. 
It is hard to tell the truth without it.
 

– Andrejs Dunkels



                                                        



                                                        



Not just global issues.
Also everyday decisions: 

Does using cellphones cause brain 
cancer?
Plastic bottles? Are they poisonous?

Controversy over Bisphenol-A bottles

New drugs: are they safe?
Will taking more Vitamin D help to 
prevent cancer?



 
 

Most of these issues boil down to asking: 
 
 Will X cause Y? 
 
Why can’t the experts agree? 
 

How do I make a wise decision for myself? 
  



Should	I	or	Shouldn’t	I do	X?	

Does	doing	X	cause	Y?



 

Answering an important question: 

 

Just how harmful is smoking anyways? 
 
Use data for an ‘evidence-based’ answer: 
 
We can go to the web (e.g. Gapminder.org) to get data on  
Smoking and on Life Expectancy  
from most countries in the world 
 
We’ll see just how much smoking is bad for your health by looking at 
the relationship between Smoking and Life Expectancy  
 
  



   



 

 
Coefficients   Estimate Std.Error  DF   t-value p-value 
  (Intercept) 65.075840  0.855974 183 76.025515 <.00001 
  Cigarettes   0.006915  0.000855 183  8.090493 <.00001 
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Coefficients   Estimate Std.Error  DF   t-value p-value 
  (Intercept) 65.075840  0.855974 183 76.025515 <.00001 
  Cigarettes   0.006915  0.000855 183  8.090493 <.00001 
 

What does this actually mean? 
 

One extra cigarette per year adds  
0.006915 years to your life, 

Not very impressive but in better units: 

All it takes is 4 cigarettes a day  
to add 10 years to your life  



 
  



A good statistician would tell you 
that this is ridiculous.  
 
There’s obvious curvature in the relationship  
  



 

Fitting a quadratic 
model and 
maximizing the 
quadratic shows that  
 

4.495 cigarettes/day 
 

is actually optimal 

 
  



What’s the problem? 
 
 
 
 
 

1 
 
  

                                                
1 Adapted from a sign by Edward Tufte 



Maybe it isn’t smoking that’s responsible for 
higher life expectancies.
 

Maybe it's something else –
a CONFOUNDING VARIABLE 
(also called a "LURKING 
VARIABLE" or "LURKING 
FACTOR")  
that causes BOTH
higher life expectancies 
and higher rates of smoking.















































R. A. Fisher’s brilliant solution (~1920): 
 
Randomized Experiment 
using Random Assignment to treatments (levels 
of the X variable) 
 

To avoid the possibility that some factor other than smoking is 
responsible for the difference in health: 
 

Toss a coin to choose who gets to smoke and who doesn’t   
 

Observe for many years and then compare smokers and non-smokers 
 
If there’s a difference between the two groups either smoking that’s responsible OR it’s due 
to something else BY CHANCE – which we can measure  







What can it mean if X is correlated (associated) with Y in a sample?  
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What can it mean if X is correlated (associated) with Y in a sample?  



Should we only use experimental data to determine whether X 
causes Y? 
 

Problems with experimental data: 
- too costly  
- too risky  
- too long 
- subjects who are willing and available may not be typical of 

target population 
- observational data already on hand so let's use it 
- won't give an answer until it's too late 
- experimental situation not realistic 
- we can only tell whether assignment to treatment groups 

makes a difference. What if subjects don’t comply? 



For example: clinical trials are used to assess the effectivenes of 
drugs but not useful to discover  possible rare side-effects. These 
need to be monitored with observational data when the drug is 
being used. 
 
 
"Second best" method for causal inference: 
  

Use observational data with care 
 
How? 

  



Use observational data and try to control for the possible effects 
of a confounding factor(s) by measuring it and  
 

1) Analyzing each stratum with similar values for the 
confounding factor(s). This is called stratification.  

OR 
2) Building a statistical model in that includes the confounding 
factor(s) and using multiple regression.  

OR 
 3) Use new advanced methods: propensity score matching, 

discontinuity models, etc. 
 



This are no perfect solutions and they all require judgment to 
assess studies based on these methods: 
Problems: 

1) The confounding factor may be known but may be measured 
with error so that it is not fully controlled. 
 
2) Some important confounding factors might not be known. 
 

Note that these are NOT problems for randomized experiments. 



Understanding the problem: 
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Understanding the problem: 
 
 
 

The fundamental 
2 x 2 table of statistics 

Data 
Experimental 

random assignment 
to treatments (X) 

Observational 
X is not controlled 

Questions 

Causal 
what would  
happen if …? 

 

Ideal 

where Fisher wants to 
be 

Where most of 
the difficult 

questions are 

Predictive 

passive guessing 

Hardly ever 

Ideal 
for prediction under the 
same conditions as those 

observed 
 

  



 
Hints of causal effects based on correlations (observational data) 
are everywhere: 

 
How should we react to them? 
(how would we like our students to react to them) 



 
 
 
How can we do better than Fisher?  
 
Should we even try? 
  
  



 
Recent example in the news: 
 
People who use sunscreen lotion have a higher 
risk of skin cancer than people who don’t 
 
Should I stop using SSL? 
 
 



How can we make wise decisions when faced 
with this kind of information? 
 
 
The solution to the problem involves  
asking questions  
more than finding answers! 
 
What question do we want to ask? 
Is the question causal or predictive? 



 
What kind of data do we have? 
How were people assigned randomly  
to use more or less SSL? 
 
If the answer is yes, then we go on to ask more 
questions: Were the subjects like me? Did they 
comply with the random assignment? 
 



If the answer is ‘not randomly’ then we need to 
think of possible confounding factors. 
 
 
Understanding these issues is important for 
simple everyday questions.  
  
But also for very large questions 
  



Conjectures:: 

1. Most scientific and social controversies 
subsist on conflicting interpretations of 
evidence 
 

2. Most conflicting interpretations of evidence 
are rooted in difficulties inferring causality 
from observational data 

  



 
Caution: 
 
Taking a hard line “correlation is not causation”  
may be as problematic as seeing causation in every correlation. 
 
 
 
  



 
Caution: 
 
Taking a hard line “correlation is not causation”  
may be as problematic as seeing causation in every correlation. 
 
For many important issues, we only have observational data.   
 
This is a major challenge for modern Statistics and for the 
interpretation of scientific evidence. 
 
We need to find a balance between extreme skepticism and 
extreme gullibility.  




